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Figure 1.1. Structure of Floor 1

Science and technology, literature and art, religion and philosophy are different forms of human interaction with the world around them. The existence of the human in this world is always associated with the collection, storage and processing of diverse information. Any information is necessarily presented in a language, understandable for a certain persons. Therefore, the construction of any formalized theory should be preceded by a characteristic of language that is the only possible means of communication between individuals. Only having mastered to the proper degree this language, you can safely go on a long and difficult journey in an unfamiliar country, not being afraid to meet with its mysterious inhabitants.

The description of any language, natural or artificial, begins with an alphabet. This is a list of letters that are admissible for the considered language under the rules of syntax. The letters are combined in some independent blocks, called words. Empowering words and phrases with some sense by the rules of semantics, we get statements that can be true or false.
The alphabet, syntax and semantics form three rooms of Floor 1 (see Figure 1.1). This is not yet Mathematics, as we usually imagine it. There will be no distinctly definitions, no clearly defined concepts, no strict formulas, no serious theorems. When moving on the first floor, we are forced to rely not on flawless logic, but on vague intuition. We try not to clearly define the rules of the game, but only to try to understand what game we are all the same entering. We will confine ourselves to a brief description of the situation, with a hope of some further understanding of these far from obvious problems. Only having risen high enough and looking around, moving from floor to floor, getting acquainted with local inhabitants (sets, numbers, structures, categories, etc.), entering into a direct conversation with them, we may, to some extent, master the language of Mathematics. Is it possible to learn some other natural language somehow differently?
Room 1.1. Alphabet
The language is a necessary means of the communication between individuals. Each statement in any language, regardless of its origin, is formulated using the elementary symbols that make up the alphabet.
Definition 1.1. The alphabet is a complex of the admissible symbols that are called the letters.
Remark 1.1. We understand that this definition is not fully correct. Particularly, the word "complex " is in fact synonymous with the concept of a set that is fundamental for all subsequent constructions and is considered only on the Floor 2. However, the presentation of set theory is necessarily carried out in a language that is characterized by a certain alphabet, and so the sets turn out to be secondary to the language. Besides, the word "symbol" is a synonym for the concept of the letter and does not characterize it in any way. Another obvious drawback of this definition is associated with the mention in it of the language itself, which from the logical point of view is obtained only after the introduction of the alphabet and the rules of syntax and semantics. It remains for us to accept this sad situation and hope that we already have an intuitive idea of the alphabet.
Remark 1.2. From the position of Floor 2, we could say that the alphabet is a set, and its letters are the elements making up this set. In principle, any set can be interpreted as an alphabet, although this can hardly be of particular benefit. Particularly, the interpretation of the empty set defined on Floor 2 and the infinite sets (especially not countable ones) considered on Floor 3 as an alphabet of a language would be strange. One usually understands an alphabet as a non-empty finite set of elements. However, the terms used here are meaningless so far. Therefore, we confine ourselves to what we have, namely, Definition 1.1. 
To clarify the situation, let us consider an example related to natural language and, does not foretell seemingly no surprises. 
Example 1.1. Latin alphabet. We have the easiest question. How many letters are there in the Latin alphabet? Any literate person will grin and confidently say that the Latin alphabet includes exactly 26 letters, namely, a, b, c, ..., z. Such an answer does not seem to cause any objections... However, we are not interested in letters in a narrowly philological sense. We are trying to find out which characters are considered valid in the text based on the Latin alphabet, and therefore fall under the definition of the letter we have accepted. Can we assume that all the letters of the alphabet have already been listed? Are not other symbols used in Latin (English, French, etc.)? In particular, in any meaningful text, of course, there can also be capital letters A, B, C, ..., Z, which have their own peculiarities in language constructions, which means that they enter independently into our alphabet. Besides, we can also use in phrases the digits 0, 1, ..., 9. There are the letters under Definition 1.1. However, our alphabet is not exhausted by this. All kinds of brackets, point, comma, dash, quotes, etc. also are the letters of this alphabet. These characters are also permissible and even necessary. Let us also recall different special symbols that have a completely definite meaning, for example, %, &, $, etc. Remember the different mathematical symbols used sometimes in phrases. The text can sometimes contain letters of Greek, Russian and other alphabets. Finally, the gap between the words in the sentence, i.e. the absence of any symbol, has some meaning, and therefore must be interpreted as a letter of the alphabet. Now we return to the initial question, how many letters are there in the Latin alphabet by Definition 1.1? It is hardly possible to give a clear answer to this quite innocuous question. However, there is no special need. It was important for us to emphasize that all symbols without exception, considered valid in the text in this language, should be recognized as letters of the alphabet. (
We will be interested, of course, not in the Latin (Greek, Russian) alphabet, but in the set of the symbols used in Mathematics. However, we do not presented their detailed list here. The necessary symbols will be introduced gradually in the course of the presentation of the material. As already noted, we are not concerned with the formal construction of Mathematics, but with the clarification of its logical structure. Therefore, now it was important for us only to note that the presentation of any formalized theory should begin with a description of the language, which is based on an alphabet. There is no need to begin a travel through the world of Mathematics with the declaration to the unfortunate traveler of a long and boring list of intricate symbols, the true meaning of which, often, will become clear only in the middle, if not at the end of the journey. Perhaps, it will not clear up at all...

By themselves, letters do not yet form a language, just as bricks are just the building material from which buildings can be constructed. We still need to specify some formal rules that allow us to combine letters into words, and also be able to interpret the propositions. Thus, in order to get acquainted with the language, it is necessary to receive the an information about syntax and semantics.
Room 1.2. SYNTAX

Letters are elementary bricks that make up the language. By combining letters in some blocks, we get a text that can be given a certain meaning. Thus, for the transfer of information, it is not the letters themselves that are important, but their combinations. As a result, we arrive at the following notion.

Definition 1.2. The word is the sequence of letters that is admissible by the rules of the syntax.

Remark 1.3. We also use here the term formula, which is more natural for the language of Mathematics. 
Remark 1.4. The word is not usually understood as any, but only a finite sequence of letters. However, the meaning of the finiteness of the object will be revealed only at the beginning of the Floor 3. 
Remark 1.5. Using the word "sequence", we mean that letters in a word are written in order one after another (from left to right or vice versa). In mathematical constructions, we can meet with terms that seem completely inconsistent with this rule, for example, with the following objects 
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However, we can transform it to 
(a+b)/2,  ((k=1,(,2^(-k)),  ((x=a,b,f(x)).
This saves the initial sense and accords with Definition 1.2. We do not usually adhere to the rules of the game in mathematical constructions, because this is due exclusively to the established tradition. However, when you enter any text into the computer, we set the necessary characters sequentially one by one in full accordance with the specified rules.

Example 1.2. Number language. Let us consider the decimal representation of real numbers. The corresponding alphabet includes the standard symbols. There are ten digits, a decimal point for describing fractional values ​​(a comma is often used instead of a point), and the minus sign for describing negative numbers. The real numbers are the words of this language. However, along with natural combinations of signs, for example, 23, 547.02, -0.023, we could form another terms like 3.00.5, 37-1.2, 009, 7.2300, which somehow would not like to recognize as acceptable mathematical constructs. We will use the following rules for the formation of words in a numerical language.
1) The word can include no more than one letter ".", besides, this character can not be at the begin or end of the word, and after the "-" sign. 

2) The letter "-" can be at the beginning of the word only. 
3) The word can begin with a "0" character only if it is followed by a decimal point.
4) If the word includes a "." character, then it does not end with zero.  
These rules are the syntax of the considered language. (
Remark 1.6. The described syntax of a numerical language is not the only possible one. Particularly, we could not require using of the last two rules. You could also enter additional letters in the alphabet, for example, "/" to indicate ordinary fractions; decimal order for writing floating-point numbers; separating symbol "," or a space, allowing to consider not one, but several numbers; signs of arithmetic operations and parentheses for writing not only numbers but also numeric terms. The introduction of any new symbol with preservation of its natural mathematical meaning is necessarily accompanied by a description of additional syntactic restrictions.

The considered numerical language is poor enough. This is characterized by a very simple syntax. If we consider a natural language (Russian, English, etc.) or to a formalized language with a sufficiently meaningful mathematical theory, then we will inevitably have to use fairly complex grammatical rules.
Remark 1.7. Problems of syntax are studied (in addition to classical philology) by such disciplines as mathematical linguistics, which considers the formal structure of languages ​​(natural and artificial), and mathematical logic that explores the general principles of proving and the foundations of Mathematics. The problems of syntax include, in particular, the study of formal axiomatic theories as purely symbolic systems. There are, for example, many serious results on the consistency of concrete axiomatic theories, on the compatibility of different axioms, etc. We do not consider these results, as this is not part of our plans.

We did not determine the alphabet of mathematical language. Therefore, now we can not to analyze the rules of syntax. We will note the limitations on the process of word formation as new symbols are determined along the way forward.

Room 1.3. SEMANTICS

The syntax gives the formal rules, allowing to combine letters of the alphabet into some blocks without taking into account the its meaning. However, the interpretation of words and proposition, the study of information contained in linguistic expressions, refers already to semantics. The concept of proposition is most important here.

Definition 1.3. The word or the complex of words is called the proposition if it has a sense by the rules of the semantics and expresses a statement. 

We will use different propositions to describe the considered objects, to characterize their properties, to formulate and prove the different assertions. There are made up of the words of the language used in accordance with the given rules and are given some meaning. Then the proposition is true or false. From the linguistic point of view, the proposition is characterized by a narrative sentence. Statements are usually contrasted with imperative, interrogative and any other sentences, an assessment of the truth or falsity of which is impossible.

Remark 1.8. Verification of the truth or falsity of concrete propositions relating to a particular subject area is in fact the subject of any science. This is to the maximum extent applicable to any direction of Mathematics. We note here Tarski theorem, according to which, roughly speaking, the truth problem in every concrete enough substantial theory can not be solved by the proper means of this theory.

Remark 1.9. Identification of the text goes through a triple system of filters. First, terms that contain symbols not provided by the alphabet are rejected. Then from all admissible sets of letters are chosen words, i.e. terms that satisfy the rules of syntax. After this, on the basis of the laws of semantics, exclusively meaningful parts of text are considered. There are statements that can be true or false. This process is schematically depicted in Figure 1.1. Let us give the following natural interpretation of this procedure. Suppose that we need to write a computer program to solve a problem. First of all, the text of this program is compiled on the basis of the alphabet of a particular programming language. After this, the syntactic control is carried out, i.e. identify and eliminate possible syntactic errors. A program without formal errors will not necessarily calculate (in particular, if some additional requirements  that can be attributed to semantics get broken). Finally, if the result is obtained, then it can turn out to be either true or false, depending on whether the algorithm actually put into the program gives a solution to the problem posed.
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Figure 1.1. Identification of text
Remark 1.10. The connection between syntax and semantics is studied by the model theory, which is one of the main branch of mathematical logic. The model is a certain mathematical structure, which can be described with the help of the considered language. Particularly, the system of axioms of Euclidean geometry without the fifth postulate of Euclid admits a non-unified interpretation. In particular, as its model, along with Euclidean geometry, Lobachevsky's geometry also appears. 
Example 1.3. Easiest arithmetic. Consider the alphabet with letters a, b, c. Under the rules of syntax, two classes of words are admissible. There are simple and complex words. The simple words contains finite ensamples of the symbol a, for example,  aa, aaa, and aaaaa. The complex words have the form xbycz, where x, y, and z are simple words. Under semantics rules, the simple word is interpreted as the natural number that are equal to the quantity of letter a in this word. The symbol b is the addition, and the symbol c is the equality. Then the complex word are the propositions that can be true or false. For example, the complex word aabaaacaaaaa is interpreted as the true proposition 
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 and the complex word aabaacaaa is the false proposition 
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In the future, we will need some actions on the propositions. Let us have a proposition, which is denoted by M. Denote by ( M the proposition that is true whenever M is false, and this is false if and only if the proposition M is true. The symbol "(" is called the negation.
Remark 1.11. We use here the language of Mathematics. We use two letters. The symbol "M" denotes the given proposition, and "(" is the negation. By syntax the term ( M is admissible, i.e. this is the word. However, the term M ( is not admissible without dependence of the sense of the proposition M. If M is a concrete proposition, then ( M has the clear sense. Therefore, this is a proposition. Now we consider the semantics. 
Let us have propositions M and N. The term M&N denotes the proposition that is true whenever both propositions M and N are true. The term M(N is the proposition that is true whenever at least one of the above propositions is true. The letters "&" and "(" are called the conjunction and the disjunction. 
Remark 1.12. One use sometimes the symbols "(" and "(" for the denotation of conjunction and the letter "(" for the disjunction. In Mathematics, despite its high degree of severity, there are sometimes discrepancies (see also Remark 1.14). From a linguistic point of view, this indicates the presence of several more or less common mathematical dialects.  
Remark 1.13. We can give the electric interpretation of the last actions (see Figure 1.2). The considered propositions are interpreted as a switch in the electrical circuit, which can either be closed (the statement is true), or open (the statement is false). Then the disjunction corresponds to the parallel connection of two switches (there is the current in the circuit if at least one switch is closed), and the disjunction is their consistent connection (there is the current, if both switches are closed at the same time).
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Figure 1.2. Electric interpretation of logic operation 

If the proposition N is the corollary of the proposition M, then one uses the denotation M(N, where the symbol "(" is called the implication XE "импликация" . More exact, M(N is the proposition such that is false whenever M is true, N is false. Thus, the presence of an implication means that a false effect can not be deduced from the true cause. If we have both propositions M(N and N(M, then we write M ( N, where the letter "(" is called the equivalence. 
Remark 1.14. The implication can be denoted by symbols "(" and "(". One denotes sometimes the equivalence by the symbols "(", "(" or "=".
Remark 1.15. The concept of equivalence will be used later also in another sense, in particular, for describing the relationship between two objects. Particularly, we determined the proposition "M(N" as an action with respect to the given propositions that is the result of a logical operation on them (see the following Remark). However, on the other hand, we can compare these two statements with each other and on the basis of such a comparison conclude that these propositions are equivalent in the sense that each of them is a consequence of the other. Comparing two objects (propositions), we interpret the equivalence as a relation on the set of propositions (see Floor 2).

Remark 1.16. By the terminology of the Floor 4 (see Box B), negation, conjunction, disjunction, implication and equivalence are operations on a set of propositions. This means that the result of the operation is an element of the same nature as the original objects. In particular, the negation of a proposition is itself a proposition, the conjunction of two propositions will also be a proposition, etc. In this case, negation is an operation of the first order, because it transform one proposition to a concrete proposition that is its negation. The remaining operations are of the second order, since they connect the two initial propositions. The considered actions are called the logical operations. We will consider operations over sets on the Floor 2, and operations over numbers on the Floor 3. The general theory of operations is the subject of algebra (see Box 4B). There is a natural relationship between logical operations and Boolean functions. A Boolean function of n arguments is a transformation that maps n elements of a set B consisting of two values 0 (false) and 1 (true), to a concrete element of the set B. From the point of view of algebra, such Boolean function is an operation of order n on the set B (see Block 4B).

Remark 1.17. The considered logical operations are not independent, i.e. it is possible to express some operations through others. Thus, our alphabet is redundant, i.e. there is no need to use a separate symbol for each of the logical operations. The inclusion of "extra" characters in the alphabet allows you to avoid unnecessarily cumbersome terms in mathematical constructions. We also note that we have determined only the most important of logical operations. In the general case, a logical operation is a way of constructing complex propositions from simple propositions, in which the truth of complex propositions is uniquely determined by the truth values ​​of the initial propositions. One of the directions of mathematical logic is the propositional calculus or propositional logic, where complex propositions are analyzed, the principles of the transition from simple propositions to complex ones by means of logical operations without analysis of the structure of simple propositions.

Summarizing the brief visit to the first floor, we can give the following definition of the language.
Definition 1.4. The language is a set of letters, word formation rules and the rules of statement interpretation.
Remark 1.18. By the terminology of the Floor 2, the language is a triple of sets, called the alphabet, syntax and semantics and satisfying the corresponding constraints. This definition should be considered together with the preceding ones.
Remark 1.19. In principle, you can "simplify" the situation by using a separate letter to each object that is to be described by the given language (for example, for the numerical language each number will be denoted by an independent symbol). Then any word will consist of one letter; the need for an independent concept of "the word" does not exist at all. However, any rules of syntax, of course, will be superfluous, i.e. the second floor room will be completely empty. Rules of semantics will also be superfluous, since each letter will correspond to some object, i.e. meaningless text in such a language do not arise. Thus, the concepts "letter", "word" and "proposition" are identical. However, in this case we have to keep in memory a huge number of symbols and be able to identify the objects under consideration by them. This task is extremely difficult in the presence of a sufficiently large quantity of objects and hopeless in principle, if one is to operate with an infinite (perhaps not even countable) set of concepts.

The second special case of language is associated with the use of the alphabet, represented by a single letter. Any word will consist here of a set of identical symbols, which is the entire syntax of the language (see, in particular, the representation of the numbers in Example 1.3). By fixing any object for any such word, we again avoid meaningless text, as a result of which the necessity for the rules of semantics again disappears. However, in such a grandiose language, even with a small set of objects, it is necessary to operate with extremely long words. With the increase in the number of objects under consideration, such language finally loses all meaning. In practice, the composition of the language includes not too much, but not very few letters. With the increase in the size of the alphabet, it becomes possible to operate with words of sufficiently small length; this is good. However, serious difficulties arise in interpreting the corresponding texts. Naturally, the size of the computer keyboard increases with the complexity of the work of translators.

Now we already have some experience. Therefore, we can safely move up to Floor 2 and confidently move forward, gradually replenishing knowledge of the language. In fact, Floor 1 does not yet fully apply to Mathematics. This, if I may say so, is an office room. The real habitants of the mathematical world live on the subsequent floors of our building. This is not surprisingly, because the lower floor of a large building is not residential, as a rule.
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